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Conventional programming

Normal computer 
programs are like what 
we wrote for the robot: 
a set of instructions to 

run in order.



  

Conventional programming

They may have loops; 
they may store and 

operate on data; but:

 They require a human 
to anticipate exactly 
how to perform the 

task.



  

In normal programming, 
we need to be able to 
break the task up into 

simple steps.

But some things are hard 
to break up into simple 

steps:

“Is there a kitten in this 
picture?”
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Algorithms and heuristics

An algorithm is a step-by-step 
set of instructions for the 

computer to perform in order 
to correctly complete a task.

An example is sorting a list of 
names by swapping names 
when they are in the wrong 

order. 

A heuristic is a “rule of thumb” 
in a conventional program that 

often gets an acceptable 
answer.

For instance, if we are trying to 
find a path somewhere, we can 

assume we need to move 
towards it.

We could come up with a set of algorithms and heuristics to tell 
the difference between sidewalks and streets, but it would 

probably require advanced math and lots of work.



  

Not how humans do it

● We almost never follow 
explicit algorithms and 
simple heuristics.

● We’re willing to override 
rules / change procedures 
when they cause bad 
results.

● We can easily teach people 
to do tasks that are very 
hard to write programs to 
do...



  

What if we could just teach the computer?

There are many types of machine learning, 
but we’ll talk about neural networks.



  



  

Training an artificial neural network

1)Start with example data and 
a set of “correct answers.”

2)Adjust how strong the 
connections are to make the 
neural network produce 
closer to the output we 
want.  (“Training”)

3)Repeat.  A lot.

4)For some problems, we may 
get a result that’s as good 
as a human, or even better!



  



  

But, be careful...

We may train the system to determine the 
wrong thing (“Russian tank?” story).

We may train the system in a way that only 
works well on our training data (“overfit”).



  

Data, data, data

We need lots of high quality, varied examples to avoid 
problems in training.

To help fight overfit, we need to use half of our data for 
training, and then see how well things work on the other 

half.

Even this practice is statistically misleading, and really 
only works well for one test cycle.  There’s other fancier 

approaches (cross-validation, regularization, 
ensembling, other hyperparameters)...



  

It still doesn’t think like us...

One computer vision program 
trained to identify street signs 
in pictures does better than 
humans on many measures.

But, a sign altered to fool that 
program convinces it that this 

sign says
“SPEED LIMIT 55”.



  

It really doesn’t think like us...

● Researchers at Google did an experiment called 
“Deep Dream” with a neural network trained to 
recognize things in images.

● It’s kind of the opposite of training: start with a 
picture, and then alter the picture over and over so 
it is more like what a neural network expects for a 
given answer.

● What if we start with a picture of spaghetti, and 
alter it so that the computer program is more and 
more certain that it contains a dog?



  



  

Despite all the problems...

Machine learning is the best tool we have to 
solve problems that are too hard to solve 

with conventional programming.
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